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Abstract. Motivated by the design of the well-known Enigma machine, we present a novel
ultra-lightweight encryption scheme, referred to as Hummingbird, and its applications to a
privacy-preserving identification and mutual authentication protocol for RFID applications.
Hummingbird can provide the designed security with a small block size and is therefore ex-
pected to meet the stringent response time and power consumption requirements described
in the ISO protocol without any modification of the current standard. We show that Hum-
mingbird is resistant to the most common attacks such as linear and differential cryptanalysis.
Furthermore, we investigate some properties for integrating the Hummingbird into a privacy-
preserving identification and mutual authentication protocol.

Keywords: RFID, lightweight cryptographic scheme, security analysis, privacy-preserving
identification, and mutual authentication protocol.

1 Introduction

Radio Frequency Identification (RFID) is a rapidly developing technology enabling au-
tomatic object identification. In an RFID system, each object is labeled with a small
transponder, called an RFID tag, which receives and responds to radio-frequency queries
from a transceiver, called an RFID reader. An RFID tag is composed of a tiny integrated
circuit for storing and processing identification information, as well as a radio antenna
for wireless data transmissions. RFID tags usually have constrained capabilities in every
aspect of computation, communication and storage due to the extremely low production
cost. There are various applications for low-cost and low-power tags such as animal iden-
tification, point-of-sales, inventory management and so on.

Despite the low cost of RFID systems and their convenience in identifying an object
without physical contact, the radio communications between RFID tags and readers also
raise a number of security issues. For example, today’s RFID systems do not conduct the
mutual authentication between RFID readers and tags, so it is easy for an adversary to
impersonate a reader or a tag to obtain sensitive information, and even launch Denial
of Service (DOS) attacks. Moreover, RFID tags automatically emit their unique identi-
fiers upon reader interrogation without alerting their users. Consequently, an adversary
equipped with commodity RFID readers can effectively trace a person carrying a tagged
item by linking two different sightings of the same RFID tag, which potentially violate
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the owner’s privacy. In addition, many possible security threats arise from unprotected
wireless communications between RFID readers and tags.

To solve the aforementioned security and privacy issues, a privacy-preserving mutual
authentication protocol is required for a reader and a tag to authenticate each other. After
the mutual authentication, only a legitimate reader can access the contents of tags and the
reader can be assured that the tags are authentic and have not been counterfeited at the
same time. While a lot of effort has been made in designing authentication protocols for
RFID systems over the past few years, we focus on the challenge-response protocols using
symmetric key cryptography in this paper. To conduct the mutual authentication based
on the challenge-response techniques, RFID tags must be able to execute secure symmetric
key primitives. In [9, 10], Feldhofer et. al. proposed a low-power and compact ASIC core
for 128-bit-key AES with 3400 gates. Their AES implementation only contains one S-box
implemented as combinatorial logic and can encrypt a 128-bit data block within 1032
clock cycles. The authors also proposed a symmetric challenge-response authentication
protocol which can be integrated into the existing ISO/IEC 18000 standard. Other work
along the line of finding more compact AES implementations, say Hämäläinen et. al.’s
work in [11] or designing new light cryptographic schemes, such as in [15] Leander et. al.
suggested a lightweight DES variant called DESL (DES Lightweight), in [6] Bogdanov et.
al. described an ultra-lightweight SP-network based block cipher PRESENT. Particularly,
a serial version [18] of PRESENT can be implemented more compactly.

Feldhofer et. al.’s algorithm in [9] for integrating AES into the ISO/IEC 18000 standard
specifically targets the ISO 18000-3 protocols. These are High Frequency (HF) protocols,
i.e. 13.56MHz, where low power and small size are not significant advantages. EPCglobal
class-1 generation-2 (EPC Gen2 in brief) [8] was approved as ISO 18000-6C in July 2006. It
is widely believed that Gen2 tags will be the mainstream for RFID applications because of
the large effective reading range. Note that EPC Gen2 protocols are Ultra High Frequency
(UHF) protocols which require implementations that are significantly more power efficient
and faster than the minimums required at HF. However, the very slow nature of AES
requires a modification to the ISO 18000-3 protocol for the challenge-response to work.

In this paper, we present a new ultra-lightweight encryption scheme, referred to as
Hummingbird, which are designed by Engels, Schultz, Schweitzer and Smith, for low-cost
RFID tags and embedded micro chips. Hummingbird has a hybrid structure of block ci-
pher and stream cipher and was developed with a minimal hardware footprint in mind.
The hybrid model can provide the designed security with small block size and is there-
fore expected to meet the stringent response time and power consumption requirements
described in the ISO 18000-6C protocol without any modification of the current standard.

This paper is organized as follows. Section 2 gives a description of the Hummingbird
encryption and decryption scheme. The security analysis of the Hummingbird encryption
scheme is presented in Section 3. In Section 4, we present the Hummingbird mutual authen-
tication protocol and analyze its validity. Finally, Section 5 concludes this contribution.

Note that we have implemented Hummingbird in hardware. The hardware performance
of Hummingbird will be discussed in a separate work.
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2 The Hummingbird Encryption Scheme

Different from existing (ultra-)lightweight cryptographic primitives which are either block
ciphers or stream ciphers, Hummingbird is an elegant combination of the above two cipher
structures with a 16-bit block size, 256-bit key size, and 80-bit internal state. The size of
the key and the internal state of Hummingbird provides a security level which is adequate
for many RFID applications. For clarity, we use the notation listed in Table 1 in the
algorithm description. A top-level structure of the Hummingbird encryption is shown in
the following Figure 1.

Table 1. Notation

PTi the i-th plaintext block, i = 1, 2, . . . , n

CTi the i-th ciphertext block, i = 1, 2, . . . , n

K the 256-bit secret key

EK(·) the encryption function of Hummingbird with 256-bit secret key K

DK(·) the decryption function of Hummingbird with 256-bit secret key K

ki the 64-bit subkey used in the i-th block cipher, i = 1, 2, 3, 4, such that K = k1‖k2‖k3‖k4

Eki(·) a block cipher encryption algorithm with 16-bit input, 64-bit key ki, and 16-bit output, i.e.,
Eki : {0, 1}16 × {0, 1}64 → {0, 1}16, i = 1, 2, 3, 4

Dki(·) a block cipher decryption algorithm with 16-bit input, 64-bit key ki, and 16-bit output, i.e.,
Dki : {0, 1}16 × {0, 1}64 → {0, 1}16, i = 1, 2, 3, 4

RSi the i-th 16-bit internal state register, i = 1, 2, 3, 4

LFSR a 16-stage Linear Feedback Shift Register with the characteristic polynomial f(x) = x16 +x15 +
x12 + x10 + x7 + x3 + 1

¢ modulo 216 addition operator

¯ modulo 216 subtraction operator

⊕ exclusive-or (XOR) operator

m ¿ l left circular shift operator, which rotates all bits of m to the left by l bits, as if the left and the
right ends of m were joined.

K
(i)
j the j-th 16-bit key used in the i-th block cipher, j = 1, 2, 3, 4, such that ki = K

(i)
1 ‖K(i)

2 ‖K(i)
3 ‖K(i)

4

Si the i-th 4-bit to 4-bit S-box used in the block cipher, Si : F4
2 → F4

2, i = 1, 2, 3, 4

NONCEi the i-th nonce which is a 16-bit random number, i = 1, 2, 3, 4

2.1 Encryption and Decryption

The overall structure of the Hummingbird encryption algorithm (see Figure 1(a)) con-
sists of four 16-bit block ciphers Ek1 , Ek2 , Ek3 and Ek4 , four 16-bit internal state registers
RS1, RS2, RS3 and RS4, and a 16-stage LFSR. The 256-bit secret key K is divided into
four 64-bit subkeys k1, k2, k3 and k4 which are used in the four block ciphers, respectively.
A 16-bit plaintext block PTi is encrypted by first executing a modulo 216 addition of PTi

and the content of the first internal state register RS1. The result of the addition is then
encrypted by the first block cipher Ek1 . This procedure is repeated in a similar manner for
another three times and the output of Ek4 is the corresponding ciphertext CTi. Further-
more, the states of the four internal state registers will also be updated in an unpredictable
way based on their current states, the outputs of the first three block ciphers, and the state
of the LFSR. The decryption process (see Figure 1(b)) follows the similar pattern as the
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Fig. 1. A Top-Level Description of the Hummingbird Cryptographic Algorithm

encryption. The exact encryption/decryption procedure and the internal state updating
of Hummingbird are illustrated in the following Tabel 2. When using Hummingbird in prac-
tice, four 16-bit random nonce NONCEi are first chosen to initialize the four internal state
registers RSi (i = 1, 2, 3, 4), respectively, followed by four consecutive encryptions on the
message RS1¢RS3 by Hummingbird running in the initialization mode (see Figure 2). The
final 16-bit ciphertext is used to initialize the LFSR. Moreover, the 13th bit of the LFSR
is always set to prevent a zero register. The LFSR is also stepped once before it is used to
update the internal state register RS2. The initialization procedure of the Hummingbird
is depicted in detail in Figure 2.

2.2 16-Bit Block Cipher

Four identical 16-bit block ciphers are employed in a consecutive manner in the Hum-
mingbird encryption scheme. The 16-bit block cipher is a typical substitution-permutation
(SP) network with 16-bit block size and 64-bit key as shown in Figure 3. It consists of 4
regular rounds and a final round that only includes the key mixing and the S-box substitu-
tion steps. Like any other SP network, one regular round comprises of three stages: a key
mixing step, a substitution layer, and a permutation layer. For the key mixing, a simple
exclusive or operation is used in this 16-bit block cipher for efficient implementation in
both software and hardware. The substitution layer is composed of 4 Serpent-type S-boxes
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Table 2. Encryption/Decryption and Internal State Updating of Hummingbird

Encryption Process Decryption Process

V 12t = Ek1(PTi ¢ RS1t)

V 23t = Ek2(V 12t ¢ RS2t)

V 34t = Ek3(V 23t ¢ RS3t)

CTi = Ek4(V 34t ¢ RS4t)

V 34t = Dk4(CTi) ¯ RS4t

V 23t = Dk3(V 12t) ¯ RS3t

V 12t = Dk2(V 23t) ¯ RS2t

PTi = Dk1(V 34t) ¯ RS1t

Internal State Updating Process

LFSRt+1 ← LFSRt

RS1t+1 = RS1t ¢ V 34t

RS3t+1 = RS3t ¢ V 23t ¢ LFSRt+1

RS4t+1 = RS4t ¢ V 12t ¢ RS1t+1

RS2t+1 = RS2t ¢ V 12t ¢ RS4t+1

[1] with 4-bit inputs and 4-bit outputs, having additional properties whose selecting crite-
ria will be given in Appendix A. The action of the four S-boxes in hexadecimal notation
is also described in Figure 3. The permutation layer in this 16-bit block cipher is given by
the linear transform L : {0, 1}16 → {0, 1}16 defined as follows:

L(m) = m⊕ (m ¿ 6)⊕ (m ¿ 10),

where m = (m0,m1, · · · ,m15) is a 16-bit data block.

2.3 Design Rationale of Hummingbird

The design of the Hummingbird encryption scheme is motivated by the well-known Enigma
machine and takes into account both security and efficiency simultaneously. The encryp-
tion/decryption process of the Hummingbird can be viewed as the continuous running of
a rotor machine, where four small block ciphers act as four virtual rotors which perform
permutations on 16-bit words. The salient characteristics of the Hummingbird lies in imple-
menting extraordinarily large virtual rotors with custom block ciphers and using succes-
sively changing internal states to step each virtual rotor in various and unpredictable ways.
Besides a novel cipher structure, the Hummingbird is also designed to protect against the
most common attacks such as linear and differential cryptanalysis, which will be discussed
in detail in Section 3. Moreover, extremely simple arithmetic and logic operations are ex-
tensively employed in the Hummingbird, which make it well-suited for resource-constrained
environments.

Besides the novel cipher structure and the efficient implementation, Hummingbird fits
very neatly within the ISO 18000-6C protocol, specifically within the existing identifica-
tion process, and can be used in conjunction with the ISO protocol to perform a secure
identification and mutual authentication process between an RFID reader and a tag.

2.4 The Selection of S-Boxes

Based on the nine criteria presented in Appendix A, we select 4 S-boxes, which are listed
in Table 3.
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Four Rounds Encryption:

RS4t+1 = RS4t ¢ V 34t

end for

LFSR Initialization:

LFSR = TV3 | 0x1000

Fig. 2. The Initialization Procedure of the Hummingbird Cryptographic Algorithm

Table 3. Four S-Boxes

x 0 1 2 3 4 5 6 7 8 9 A B C D E F

S1(x) 8 6 5 F 1 C A 9 E B 2 4 7 0 D 3

S2(x) 0 7 E 1 5 B 8 2 3 A D 6 F C 4 9

S3(x) 2 E F 5 C 1 9 A B 4 6 8 0 7 3 D

S4(x) 0 7 3 4 C 1 A F D E 6 B 2 8 9 5

Remark 1. To further reduce the consumption of the area and power of Hummingbird in
hardware implementation, four S-boxes used in Hummingbird can be replaced by a single
S-box, which is repeated four times in the 16-bit block cipher. The security analysis of the
compact version of Hummingbird will be discussed in a separate work.

3 Security Analysis of the Hummingbird Encryption Scheme

Hummingbird encryption scheme is a hybrid mode of block cipher and stream cipher,
which can be considered as a finite state machine where (RS1, RS2, RS3, RS4,LFSR) is
the internal state. But the value of LFSR does not depend on those of RS1, RS2, RS3,
and RS4. The purpose of employing the LFSR is to guarantee the period of the internal
state is at least 216.

A. Birthday Attack on the Initialization. For a fixed key, one may want to find two
identical internal states (RS1, RS2, RS3, RS4,LFSR) initialized by two different IV s using
birthday attack. However, for the initialization procedure of the Hummingbird encryption
scheme, if we fix the key, then the mapping (RS1t, RS2t, RS3t, RS4t) → (RS1t+1, RS2t+1,
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Fig. 3. The Structure of the Block Cipher in the Hummingbird Cryptographic Algorithm

RS3t+1, RS4t+1) is one-to-one. Hence the birthday attack does not work for the initial-
ization procedure.

B. Differential Cryptanalysis. Let EK(x) denote the encryption function of Humming-
bird with 256-bit key K. Recall that Ek(x), defined in Section 2, denotes the 16-bit block
cipher encryption used in Hummingbird with 64-bit key k. Then EK(x) is the composition
of four Ek(x). For a function F (x) from Fm

2 to Fm
2 , the differential between F (x) and

F (x + a), where + is the bit-wise addition by DF (a, b), is given by

DF (a, b) = |{x |F (x) + F (x + a) = b, x ∈ Fm
2 }|.

For many keys, we computed the differentials of both EK(x) and Ek(x). Note that from
Section 2, we know that there are five rounds in Ek(x). We list the differential DEk

(a, b)
for each round in Table (A) in Appendix B. For a substantially large amount of initial
vectors IV and keys K, the differentials for both Ek(x) and EK(x) satisfy the following
inequalities.

max
a,b∈F16

2 ,a 6=0
{DEk

(a, b)} ≤ 20, and max
a,b∈F16

2 ,a 6=0
{DEK

(a, b)} ≤ 20.

In other words, the differential of EK(x) has the same upper bound as Ek(x), the block
cipher component in EK . We also tested the reduced version of Hummingbird for more
instances of different pairs of (IV,K). From those experimental results, in general, the
standard differential cryptanalysis method is not applicable for Hummingbird with practical
time complexity.
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C. Linear Cryptanalysis. For the linear cryptanalysis of EK(x), we need to consider
|ÊK(a, b)|, the absolute value of the Walsh transform of EK(x), where

ÊK(a, b) =
∑

x∈F16
2

(−1)<a,EK(x)>+<b,x>, a, b ∈ F16
2 , a 6= 0

where < x, y > is the inner product of two binary vectors x and y (see Appendix A for
the detail). Unlike the case for the differential of EK(x) or Ek(x), we cannot perform an
exhaustive computation for |ÊK(a, b)| for all a, b ∈ F16

2 , a 6= 0, since there are 247 instances
for (a, b) that need to be verified for a pair of fixed IV and key K. For many fixed pairs of
(IV,K), we have exhaustively computed the cases for a, b with small Hamming weights,
i.e., for all a, b with wt(a), wt(b) ≤ 3 where wt(x) is the Hamming weight of x, and some
random pairs of (a, b). Those experimental results show that |ÊK(a, b)| ≤ c ·

√
216 where

c ≤ 4.96875. We list some data in Table (B) in Appendix B. We may view EK(x) as
a vectorial boolean function from F16

2 to F16
2 . Then the above experimental results show

that the correlation between each individual component of EK(x) and linear function
< b, x > is low where < b, x >=

∑16
i=1 bixi where bi, xi ∈ {0, 1} with wt(b) ≤ 3, so does

a combination of any two components or three components of EK(x). We also conducted
the experiments for an 8-bit version of the Hummingbird encryption scheme which means
that all the rotors RSi, i = 1, 2, 3, 4 and LFSR contain only 8 bits. The Walsh transform
of this reduced version of Hummingbird is bounded by 5 ·

√
28 for many pairs of IV and

key. This is the supporting evidence (albeit weak) that the absolute value of the Walsh
transform of Hummingbird encryption function could be bounded by the square root of 216

multiplying by a constant. Hence, Hummingbird is resistant to linear cryptanalysis attack
with practical time complexity in RFID applications.

D. Structural Attack. The Hummingbird encryption scheme may be viewed as a certain
operation mode of a block cipher. For example, the ciphertext can be viewed as the internal
state of a block cipher in CBC mode. In [2, 3], Biham investigated some operation modes
of block ciphers. He found that many triple modes are not as secure as one expected. In
[4], Biham and Knudsen broke the ANSI X9.52 CBCM Mode. However, the internal state
transition in Hummingbird encryption scheme is much more complicated than those stud-
ied by [2–4]. Hence, those attacks cannot be simply applied to the Hummingbird encryption
scheme. In [19], by choosing IV, Wagner presented some new attacks on some modes pro-
posed by Biham. Because IV initialization is used in the Hummingbird encryption scheme,
Wagner’s attacks are not applicable.

E. Algebraic Attacks. For the Hummingbird encryption scheme, for each S-box in a block
cipher Ek(x), its degree is maximized. In each block cipher Ek(x), there are five rounds.
Thus, in total, there are 20 rounds for the Hummingbird encryption scheme, i.e., EK(x).
On the other hand, the internal state transition involves modulo 216 operation. Hence it
is hard to apply efficient linearization techniques for algebraic attacks to Hummingbird.

F. Cube Attack. The success probability of the cube attack is high if the degree of
the internal state transit function in a stream cipher is low. For example, the degree of
internal state transit function of Trivium grows slowly [7]. However, for the Hummingbird
encryption scheme, the degree of the internal state transit function is very high. In addition,
Hummingbird encryption scheme is a hybrid mode of the block cipher and stream cipher.
We have tested both the 16-bit block cipher Ek(x) used in the Hummingbird encryption
scheme and the Hummingbird encryption EK(x). There are no linear equations of key
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bits that can be used in the way as suggested in [7]. Note that the cube attack can be
considered as a special case of high order differential cryptanalysis, proposed in [14]. Thus,
it is worth to look at the high order differentials of Hummingbird encryption scheme which
will be conducted in future.

4 The Hummingbird Mutual Authentication Protocol

The Hummingbird mutual authentication protocol is used to establish the trust relationship
between RFID tags and readers based on the highly-efficient Hummingbird cryptographic
algorithm. Assume that an RFID system consists of a reader and N RFID tags (N might
be as large as one billion in a typical application scenario) and the reader shares a unique
256-bit key with each tag. The Hummingbird mutual authentication protocol includes the
following three phases.

Phase 1. Privacy-Preserving Tag Identification

In this phase, the reader will determine the correct key shared with a tag it is commu-
nicating with without exposing the tag’s identity to adversaries by performing a private
identification procedure [12] as shown in Figure 4.

READER TAG

QUERY ‖ SSID
Generate RN64

IV
IV = RN64

IRS = INIT(IV ‖ SSID)

CT0 = EK(RS1t ¢ RS3t)

CT1 = EK(RS1t ¢ RS3t)

CT2 = EK(RS1t ¢ RS3t)

FOR i = 0 to N

CT ′0 = EKi
(RS1t ¢ RS3t)

CT ′1 = EKi
(RS1t ¢ RS3t)

CT ′2 = EKi
(RS1t ¢ RS3t)

CT0‖CT1‖CT2

IF CT ′0 = CT0 AND

CT ′1 = CT1 AND

CT ′2 = CT2 THEN

TAG IDENTIFIED

ELSE NEXT i

IRS = INIT(IV ‖ SSID)

Fig. 4. The Hummingbird Private Identification Protocol

In the above private identification protocol, the reader first sends a QUERY together
with a 16-bit session ID (SSID) to a tag. Upon receiving the QUERY and the SSID, the tag
generates four 16-bit random numbers (IV) and transmits IV to the reader. Furthermore,
the tag also uses IV as well as SSID to initialize four 16-bit internal state registers. After
that, the tag encrypts the message RS1¢RS3 with the Hummingbird encryption algorithm
three times and uses the resulting three ciphertexts CT0, CT1 and CT2 as the tag indicators
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which enable the reader to uniquely identify a tag without knowing the tag’s identity. The
reader initializes four 16-bit internal state registers with IV and SSID and performs a brute
force search to identify the tag privately. More specifically, the reader tries every key stored
in the database and computes three ciphertexts CT ′0, CT ′1 and CT ′2 as the tag does until
a match is found (i.e., CT ′0 = CT0, CT ′1 = CT1 and CT ′2 = CT2). If no any match occurs,
the reader rejects the tag.

Note that for an RFID system with about one billion tags, a tag needs to generate
three indicators (i.e., CT0, CT1 and CT2 in Figure 4) in order to be uniquely identified by a
reader in the Hummingbird private identification protocol. We next analyze this interesting
property by showing that how many tag indicators (i.e., successive encryptions of internal
states) are required for a reader to uniquely identify a tag in an RFID system with N
tags. The analysis is based on the following basic fact in probability theory.

Fact 1. Let S be a set of order n, and h be a given element in S. Then on average we
need to select (n + 1)/2 elements such that h may be selected.

Let E be a stream cipher with key length n, and every time E outputs m bits. Let S
be the set of all users’ keys, and for any two keys, the outputs associated with them are
different. For any k ∈ S, we denote the output of E under k by Ek,0,Ek,1,Ek,2, ..., where
Ek,i is m bits, i = 0, 1, 2, .... Given the output b0, b1, b2, ... of one user’s key, in order to
identify such user, we may perform a brute force search if |S| is practical.

1) Select one key k from S.
2) Compute Ek,0. If Ek,0 6= b0, goto 1).
3) Compute Ek,1. If Ek,1 6= b1, goto 1).
4) Compute Ek,2. If Ek,2 6= b2, goto 1).
5) ...
Using the above Fact 1, we can prove the following theorem:

Theorem 1. With the protocol above, the number of computing Ek,t is around |S|/2mt+1, t =
0, 1, 2, .... Let q be the integer such that 2(q−1)m < |S| ≤ 2qm. Then q outputs b0, b1, b2, ..., bq−1

are enough to identify one user.

Proof. By Fact 1, we need to select around |S|/2 keys to identify one user. Hence the
number of computing Ek,0 is |S|/2. Among such |S|/2 keys, on average |S|/2m+1 keys can
pass 2). Hence the number of computing Ek,1 is |S|/2m+1. Similarly, for any t = 2, 3, ...,
the number of computing Ek,t is around |S|/2mt+1. Because only 1/2m keys may pass each
step. So q outputs are enough to identify one user. ¤

Example. If m = 16 and |S| = 230, the number of computing Ek,0 is around 229 =
536870912, and the number of computing Ek,1 is around 213 = 8192. Among such 213

keys, because 213 < 216, only one can pass 3). Hence the number of computing Ek,2 is 1.
In practice, we tested a database with one billion keys. On average, the reader would

have to perform 500 million CT0 calculations, then 7629 CT1 calculations, and then one
CT2 calculation. This experimental result confirms the theoretical analysis. Moreover, a
single FPGA (Virtex 5 clocked at 500MHz) is capable of performing 16 billion Hummingbird
encryptions per second. Hence on average a reader would be able to identify a correct key
in a database of one billion keys within 156.25ms or 64 million keys within 10ms.
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Phase 2. Mutual Authentication between a Reader and a Tag

In this phase, the tag and the reader authenticates each other based on the shared
secret as shown in the following Figure 5.

READER TAG

CT ′3 = EKi
(Challenge0)

CT ′4 = EKi
(Challenge1)

CT ′5 = EKi
(RS1t ¢ RS3t)

CT ′6 = EKi
(RS1t ¢ RS3t)

Challenge0‖Challenge1‖CT ′5‖CT ′6

CT3 = EK(Challenge0)

CT4 = EK(Challenge1)

IF CT ′5 = EK(RS1t ¢ RS3t) AND

CT ′6 = EK(RS1t ¢ RS3t) THEN

ACCEPT READER

CT7 = EK(RS1t ¢ RS3t)

CT8 = EK(RS1t ¢ RS3t)
CT7‖CT8

CT ′7 = EKi
(RS1t ¢ RS3t)

CT ′8 = EKi
(RS1t ¢ RS3t)

IF CT ′7 = CT7 AND

CT ′8 = CT8 THEN

ACCEPT TAG

Fig. 5. The Hummingbird Mutual Authentication Protocol

Once the tag is identified in Phase 1, the reader generates two 16-bit random challenges,
Challenge0 and Challenge1, and encrypts them based on the current internal state of the
Hummingbird encryption algorithm. The reader also computes two authenticators CT ′5 and
CT ′6, which involves the encryption of successive internal state RS1¢RS3, as the response.
Two random challenges Challenge0 and Challenge1 and two authenticators CT ′5 and CT ′6
are then transmitted to the tag. After receiving two random challenges Challenge0 and
Challenge1 from the reader, the tag first encrypts them and throws away the resulting
ciphertexts CT3 and CT4. The tag then calculates CT5 and CT6 to check whether they
match the received authenticators CT ′5 and CT ′6, respectively. If there is a match, the tag
authenticates the reader successfully. The tag will then calculate two authenticators CT7

and CT8 and send them to the reader as the response. After receiving the response from
the tag, the reader encrypts the internal state RS1¢RS3 twice and compares the resulting
ciphertexts CT ′7 and CT ′8 with the received values CT7 and CT8, respectively. If there is a
match, the tag is authenticated.

Phase 3. Command Execution

In this phase, an encryption-only RFID tag receives and executes an command issued
by an authenticated reader as shown in the following Figure 6.
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READER TAG

CT ′9‖CT ′10
CT ′9 = DKi

(CMD)

IF EK(CT ′9) = VALID CMD AND

EXECUTE CMD

CT ′10 = DKi
(ZERO)

EK(CT ′10) = ZERO THEN

Fig. 6. The Reader Issues a Command to The Tag

Once the reader and the tag complete the mutual authentication, the reader transmits
two messages CT ′9 and CT ′10 to the tag, which comprise of the decryption of a command
and the decryption of a 16-bit all zero word. The tag, which can only execute the Hum-
mingbird encryption algorithm, encrypts the received messages to retrieve the command
and the all zero word, respectively. If the command is valid and includes appropriate num-
ber of zeros, the tag will execute the command.

To meet the requirements of a variety of application scenarios, the idea of modular
design is adopted in the Hummingbird mutual authentication protocol. More specifically,
the Hummingbird protocol separates the phases of the private identification and the mutual
authentication. Note that some RFID applications only need identification whereas others
require both identification and authentication. Therefore, users are able to flexibly choose
different modules for specific applications.

5 Concluding Remarks

In this paper we present a novel ultra-lightweight encryption scheme, Hummingbird, which
is a combination of the block cipher and stream cipher, and its application to privacy-
preserving identification and authentication for RFID. We show that Hummingbird is re-
sistant to the most common attacks to block ciphers and stream ciphers including birthday
attacks, differential and linear cryptanalysis, structure attacks, algebraic attacks, and cube
attacks. We also describe a validity of the Hummingbird privacy identification and mutual
authentication protocol. As our future work, we will further investigate and generalize
the operation mode of the Hummingbird encryption scheme and their security analysis.
Moreover, a more compact hardware implementation with 4-bit datapath is also desirable.

The combination of the block cipher and stream cipher in Hummingbird can provide
the designed security with small block size which can meet the stringent response time
and power consumption requirements described in the ISO 18000-6C protocol without
any modification of the current standard. From the experimental results, Hummingbird
encrypts 16 bits at a time and does so within 20 clock cycles. Thus, in the privacy-
preserving identification and mutual authentication process between an RFID reader and
a tag, the first block and a half can be encrypted before a response starts, and the response
can start on time with an encrypted block being sent out by the tag while the next
block is being encrypted. Note that the smallest tag response parameter given in the ISO
protocol is 15.625µs (micro-seconds). Our empirical evaluation of the Gen2 artifacts is
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that they operate in the MHz range for their on-tag functions. In particular, 16 bits can
be encrypted in 20µs and 15.625µs at 1MHz and 1.28MHz, respectively. Thus, we can
integrate Hummingbird into the Gen2 identification and authentication process without
slowing down that process.
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Appendix A. Criteria for Selection of S-Boxes

Let F2 = {0, 1} and Fm
2 = {(x0, x1, · · · , xm−1) |xi ∈ F2}. If F (x) is a function from Fm

2 to
Fm

2 , i.e., a vectorial boolean function, then it is also called a S-box from from Fm
2 to Fm

2 .
The Walsh transform of F (x) is defined by

F̂ (a, b) =
∑

x∈Fm
2

(−1)<a,F (x)>+<b,x>, a, b ∈ Fm
2

where < y, z >=
∑m−1

i=0 yizi, the inner product of two binary vectors y = (y0, y1, · · · , ym−1)
and z = (z0, z1, · · · , zm−1) where yi, zi ∈ F2.

A. Serpent-type S-boxes

Let S(x) be an S-box from F4
2 to F4

2. Then the Walsh transform of S(x) is given by by

Ŝ(a, b) =
∑

x∈F4
2

(−1)<a,S(x)>+<b,x>

for any a, b ∈ F4
2. S(x) is called a Serpent-type S-box if it satisfies the following properties.

(a) For any nonzero a, b ∈ F4
2, |Ŝ(a, b)| ≤ 8.

(b) For any a, b ∈ F4
2 with wt(a) = wt(b) = 1, |Ŝ(a, b)| = 4 where wt(x) represents the

Hamming weight of a binary string x ∈ Fm
2 .

(c) For any nonzero a, b ∈ F4
2,

|{x ∈ F4
2|S(x) + S(x + a) = b}| ≤ 4.

(d) For any a, b ∈ F4
2 with wt(a) = wt(b) = 1,

|{x ∈ F4
2|S(x) + S(x + a) = b}| = 0.

The first two properties are for resistance to linear cryptanalysis and the last two, for
resistance to differential cryptanalysis. In [16], all Serpent-type S-boxes are classified, and
presented by a representative in one class.

B. Additional Requirements for Serpent-type S-boxes

We can write S(x) in terms of its boolean form as follows.

S(x) = (f0(x0, x1, x2, x3), f1(x0, x1, x2, x3), f2(x0, x1, x2, x3), f3(x0, x1, x2, x3)).

In order to resist the algebraic attacks, we select S-boxes such that the degree of fi is 3
for 0 ≤ i ≤ 3, i.e., all components of S(x) should have maximum degree. For hardware
implementation, the number of terms of fi should be small.
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On the other hand, S(x) can be viewed as a mapping from F24 to F24 where F24 is
a finite field with 24 elements. So S(x) has a polynomial representation over F24 . Con-
sequently, any component of S(x) has a polynomial form over F24 . In order to resist the
interpolation attack, S(x) and fi should have as many monomial terms as possible under
a polynomial representation [13, 20].

According to the above considerations, in addition to the Serpent-type properties, we
list the criteria for selection of S-boxes as follows.

(e) The algebraic degrees of all four component functions in boolean representation are
maximized, i.e., 3.

(f) The number of monomial terms of each component function in boolean representation
is small.

(g) All component functions should have an approximately same number of monomial
terms.

(h) The number of monomial terms of each component function in a polynomial represen-
tation should be large under all defining polynomials for F24 .

(i) Select one S-box from each equivalent class.

The four S-boxes are selected according to the above nine criteria. For the number of
monomial terms in both boolean and polynomial representations of the selected S-boxes,
please see Tables 4 and 5 below.

Note that maximum number of monomial terms for a S-box from F4
2 to F4

2 or its
component function is 15 whenever it is represented in a boolean form or a polynomial
form. In Table 4, the number under fi is the number of monomial terms in fi. For example,
for S1, both f0 and f1 have 7 monomial terms, and both f2 and f3 have 6 monomial terms.

Table 4. The Boolean Form of S-Boxes

f0 f1 f2 f3 Total Monomial Terms Least Degree

S1 7 7 6 6 26 3

S2 7 8 6 7 28 3

S3 7 6 7 7 27 3

S4 7 6 7 6 26 3

In Table 5, the number under each defining polynomial of F24 denotes the number of
monomial terms in each corresponding function. For example, under the defining polyno-
mial x4 + x + 1 for F24 , S-box S1(x) has 15 terms, and the components fi, i = 0, 1, 2, 3
have 14, 14, 14, and 15 monomial terms respectively.



16 D. Engels, X. Fan, G. Gong, H. Hu, and E. Smith

Table 5. The Polynomial Form of S-Boxes

x4 + x + 1 x4 + x3 + 1 x4 + x3 + x2 + x + 1

S1

S1(x) 15 15 14
f0 14 14 14
f1 14 14 14
f2 14 14 14
f3 15 13 15

S2

S2(x) 13 13 14
f0 14 14 12
f1 14 14 14
f2 14 14 14
f3 14 12 12

S3

S3(x) 15 14 14
f0 14 12 14
f1 13 15 15
f2 14 14 14
f3 14 10 14

S4

S4(x) 14 14 14
f0 10 12 12
f1 14 14 14
f2 12 14 12
f3 14 14 14

Appendix B

Table (A). Differential Properties of
the 16-Bit Block Cipher

# of Rounds maxa 6=0,b DEk
(a, b)

0 16384
1 1024
2 98
3 20
4 20

Table (B). Constant c

wt(a) wt(b) c

1 1 4.703125
1 2 4.359375
1 3 4.500000
2 1 4.390625
2 2 4.281250
2 3 4.828125
3 1 4.968750
3 2 4.718750
3 3 4.781250


