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ABSTRACT

Measuring path compromise in the anonymity system Tor
is a problem of important and immediate interest. We dis-
cuss the drawbacks to the traditional anonymity network
measure—entropy—and explore the advantages of an attack-
based measure. Our perspective is that of an adversary with
a bandwidth budget (a fixed amount of bandwidth he or she
can compromise), and we derive theoretical and numerical
results that illustrate path compromise under these condi-
tions.

1. INTRODUCTION

We need a better understanding of how much
anonymity the Tor network provides against a
partial network adversary who observes and/or
operates some of the network. ... The simplistic
metric also gets misused in academic research pa-
pers to produce misleading results like ‘I can sign
up 2% of the Tor relays and capture 50% of the
paths,” when what they mean is ‘I can provide
half the capacity in the Tor network and capture
half the paths.” ... The goal here isn’t to come up
with the one true metric for summarizing Tor’s
safety. Rather, we need to recognize that there
are many threat models to consider at once, so
we need many different views into what types of
safety the network can offer. [6]

This Tor Blog entry highlights both the need for effective
measures of the risks of using Tor in certain circumstances,
and the difficulty of providing such measures. It also calls
for different views on safety. Here we provide one such dif-
ferent view based on the capability of the adversary and the
resulting probability of path compromise.

Messages sent through Tor are typically routed through a
path consisting of three nodes: entry, middle, and exit. Of
particular interest to the user is, how vulnerable is my path
to compromise? That is, how likely is it that a nonglobal
passive adversary can tell which services I am accessing?
Path compromise is generally acknowledged to be a prob-
lem chiefly when the adversary controls the entry and exit
nodes. Thus the question, “how likely is it that my path
is compromised?” can be interpreted as, how likely is it
that the adversary controls the entry and exit nodes on my
path? This approach has already been advocated by various
authors [11,12].
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Here we use the concept of “adversarial bandwidth fraction”
or ABWF. In this model, the adversary has a bandwidth
budget; that is, the adversary can afford to compromise a
fixed percentage of bandwidth, say n%. Of importance,
too, is the choice of nodes made by the adversary within
that budget. This bandwidth budget idea is related to the
approach in Murdoch and Watson [11] in which they con-
sider path construction where an adversary can control not
just a given number of nodes, but also nodes of a given to-
tal bandwidth capacity. Assuming the adversary optimizes
their bandwidth budget, i.e. he or she chooses the set of
nodes that allows them the highest probability of compro-
mising paths, what is the level of danger inherent in the
system?

There is already a standard measure for anonymity: entropy.
Why then pose this question at all? As we will discuss below,
entropy has a number of shortcomings. In particular, it
is based on holistic properties of the system, rather than
the actions of the attacker. We have coined the term mis-
entropist, as a play on misanthropist, to be one who distrusts
entropy. It is time for a fresh look, to strip down to the bare
wood, to question assumptions, and to see what properties
we can obtain. As the Tor Blog reminds us, the perfect
measure still eludes us.

Our contributions: We discuss entropy, summarizing a
number of issues that have been advanced by other authors,
and we propose that an attack-based measure would be su-
perior. To this end, we calculate the probability of path
compromise given various bandwidth budgets available to
the adversary, and propose ways to use this information.

The paper is structured as follows: Section 2 looks at the
classical measure of entropy and discusses some of its draw-
backs. Section 3 explores the path selection algorithm for
Tor and the primary ingredients to it: nodes and bandwidth.
Section 4 discusses several different ways of calculating path
probability depending on how bandwidth is taken into ac-
count and to what extent. It also explores the probability of
picking a compromised pair of nodes, given an “adversarial
bandwidth fraction.” Section 5 delivers our results. Sections
6 and 7 round out the paper and address related work and
conclusions.

2. ENTROPY

The classical measure for anonymity is (Shannon) entropy.
It is defined as foil P; log, P;, where there are K sep-



arate events and P; is the probability of the ith event oc-
curring. Entropy was proposed as a measure for anonymity
networks by Serjantov and Danezis [14] and Diaz et al . [5],
both at PET 2002. Although it was introduced to measure
the anonymity in a mix network, it has been co-opted for
use in measuring uncertainty in other aspects of anonymity
networks—in particular, the randomness in path selection in
Tor [1,12]. Entropy has a lot of good statistical properties
and is commonly used in a number of disciplines. Further-
more, it is relatively easy to compute.

While this measure has been widely used, there are some
drawbacks to it. Exact measures of probability can be chal-
lenging. Further, estimates of probability are just that: es-
timates, and the entropy formula is only as good as the
probabilities it uses.

As pointed out by Toth et al. [20], the entropy measure is
a measure of the entire system (global anonymity) rather
than a measure of the anonymity for a particular user (lo-
cal anonymity). Shmatikov and Wang [16] advocate min-
entropy instead of Shannon entropy, pointing out

[Shannon] Entropy does not always capture the
right anonymity property. Consider a distribu-
tion of 100 potential destinations, in which all
but one are equally likely with probability 0.009,
and a single destination has probability 0.109.
[Shannon] Entropy of this distribution is 6.40,
close to the theoretical maximum of 6.64.

Claul and Schiffner [4] also make the same point that the
influence of outliers is strong, i.e. if one element is very likely
the entropy can be very high, even though the elements are
not evenly distributed. Syverson [18] takes issue with the
entire concept of indistinguishability as the basis for a mea-
sure. He introduces the idea of trust in anonymity network
and advocates for security measures that reflect the diffi-
culty an adversary has in overcoming them, and measures
that do not depend on the value of variables that are difficult
to predict or determine.

Furthermore, entropy is good for comparative measures—
“Mine is bigger than yours!”—but it is less valuable in abso-
lute terms. What to make of entropy values? Consider three
cases, each involving about 10000 alternatives, but spread
in three different ways: uniform, where all cases are equally
likely; chosen few, where a handful are 100 times more likely
than others, and exponential, where frequency of occurrence
is in inverse proportion with the likelihood. We can calculate
the entropy in each of these sitations as:

uniform: 13.2877
chosen few: 12.8194
exponential: 7.82193

Those numbers are quite distinct, yet essentially meaning-
less. The more heterogeneous the model, the lower the
number, yet the impact of a compromised node depends
strongly on the probability of its being chosen in a path,
which entropy—in its multiple variants—does not reflect.

The authors mentioned above have taken issue with entropy
as a measure of anonymity. But it also fails to measure
the effect of an attack. It makes the assumption that more
diversity /inequality /disorder /randomness in paths leads to
better safety. But, as Murdoch and Watson [11] suggest,
any measure based on uniformity of path selection misses
key information:

The link between these metrics and practical se-
curity depends on the assumption that cost of
injecting nodes is independent of the path se-
lection algorithm and node parameters. In the
case of Tor, where path selection probability de-
pends strongly on bandwidth, this is analogous
to assuming that an attacker has unlimited band-
width, but is constrained by IP addresses.

Thus we take the view that the attacker and his or her capa-
bilities are key—particularly with reference to bandwidth—
and derive results that indicate the direct effects of attack.

To summarize, entropy measures diversity and answers ques-
tions such as “how disordered is the system?” However, when
the focus is on the attacker, and on compromised paths, the
question to be answered is more properly “what is the dan-
ger a path is compromised?” and entropy does not speak to
such questions.

3. PATH SELECTION
3.1 Nodes

The nodes in a Tor path, and their capabilities and limita-
tions, are of fundamental interest. Exit nodes are special in
that they connect directly to a server (e.g. web server) and
thus may have exit policies restricting the types of traffic
exiting from them. If traffic requires a certain port, the user
will have to pick an exit node which supports the service
they require.

The entry node position is occupied by a type of node called
a guard node. Guard nodes were first proposed by Wright
et al. [22] (where they are called “helper nodes”). As stated
above, the problem occurs when an adversary controls both
the entry and exit nodes. Since in Tor the path is changed
every 10 minutes, a user connected for n minutes is exposed
to [n/10] different paths and thus [n/10] possibilities for
compromise. In general the issue is not so much the amount
of traffic observed by the adversary, but the fact the adver-
sary has observed any traffic at all. It is generally considered
better to pick a few—the usual recommendation is three—
possibilities for entry nodes and stick with those. These
possibilities are called guard nodes.

Our analysis considers the situation before a user selects
guard nodes. If all the guard nodes turn out to be honest,
then there is no possibility of path compromise. The user
does not know this a priori, of course.

According to the Tor specification [19], we thus have four
kinds of nodes to select from in forming paths: guard nodes,
exit nodes, guard+exit nodes (suitable for either the guard
or the exit position), and non-flagged (i.e. middle) nodes. In
our analysis we will treat these nodes differently.



Note, however, that all four kinds of nodes can occupy the
middle position. Allowing such an occurrence can seem a
bit wasteful of scarce resources, but does permit more ran-
domness in path construction. However, Tor does impose
a penalty in the form of weights. Depending on the posi-
tion and scarcity of types of nodes they will be weighted by
an additional factor during path selection. This weighting
algorithm will be explained in more detail below.

In addition to being designated as guard, exit, or guard+exit
nodes, nodes can also be fast or stable or both; see Figure 1.
The Tor Directory Protocol [19] defines a node as fast “if
it is active, and its bandwidth is either in the top 7/8ths
for known active routers or at least 20 KB/s.” It defines
a node as stable “if it is active, and either its Weighted
MTBF [Mean Time Between Failure] is at least the me-
dian for known active routers or its Weighted MTBF cor-
responds to at least 7 days. To calculate weighted MTBF,
compute the weighted mean of the lengths of all intervals
when the router was observed to be up, weighting intervals
by o, where n is the amount of time that has passed since
the interval ended, and « is chosen so that measurements
over approximately one month old no longer influence the
weighted MTBF much.”

A fast path contains only fast nodes; a stable path contains
only stable nodes.

3.2 Bandwidth

The bandwidth available is the lifeblood of the Tor net-

work. More bandwidth means better efficiency and a greater

number of users, and may contribute to a reduction in la-

tency. However, there is a complex, and not completely un-

derstood, relationship between bandwidth and anonymity.

Does more bandwidth in the system mean greater anonymity?

Can bandwidth in the wrong places actually reduce anonymity

(e.g. by routing too much traffic through a handful of nodes)?
What influence does the bandwidth at individual nodes have
on anonymity?

Bandwidth is one factor in the path selection algorithm in
Tor. Initially, this was self-reported bandwidth; however,
recognizing that malicious nodes can lie, this was changed
to a consensus bandwidth [13]. The bandwidth used in the
path selection calculation is capped at 10 MB/s to prevent
too much influence from nodes that may be lying. See Fig-
ure 2 for an indication of how bandwidth has grown in Tor.

3.3 Path Selection Algorithm

The path selection algorithm first selects an exit node, then
the guard node (from a list of guard nodes that the user has
already selected), then the middle node. There is an addi-
tional list of constraints, such as no two nodes can belong to
the same family, available in the Tor Path Specification [7].

Murdoch and Watson [11] identify three different random
selection algorithms for node selection in Tor, which include
catering to weights, as described above:

e Simple random selection (SRS), in which the node is
selected from a set of candidate nodes with uniform
probability.

e Bandwidth-weighted random selection (BWRS), in which
the node is selected from a set of candidate nodes with
probability proportional to their individual capped band-
widths.

e Adjusted bandwidth-weighted random selection (AB-
WRS), where weights specified in the Tor Directory
Specification [19] are applied to the bandwidths, and
nodes are selected with probability proportional to those
weighted bandwidths. These weights are discussed be-
low.

The additional weighting factors are multiplied by the band-
widths of the exit nodes and guard nodes. The purpose of
the weighting factor is to discourage the use of scarce re-
sources in times of shortage, i.e. if the system is short of
exit nodes, it makes it more likely an exit node will be used
as an exit than as a middle node. The weights are of the
form Wy, where x is the position (guard (g), middle (m),
exit (e)) of the node, and y is the type of node (guard nodes
are denoted by g, exit nodes by e, and guard+-exit nodes by
d). Let G be the total bandwidth for Guard-flagged nodes,
M be the total bandwidth for non-flagged nodes, E be the
total bandwidth for Exit-flagged nodes, and D be the total
bandwidth for Guard+Exit-flagged nodes. Full details are
in the Tor Directory Protocol [19].

The weights are understood to satisfy balancing constraints
(e.g. bandwidth of the guard nodes must equal the band-
width of the middle nodes and the bandwidth of the exit
nodes). For example, if the guard and exit nodes are not
scarce, we have

Wea = 1/3

Wea = 1/3

Wna = 1/3

Wee = (E+G+M)/(3xE)
Wie = 1—Wee

Wng = (2xG—E—M)/(3xG)
Wog = 1=Wny

4. PROBABILITY OF PATH COMPROMISE

Next, given a set of compromised nodes, we calculate the
probability of path compromise (i.e. the probability that
both the guard and exit node are compromised) under each
of the three path selection algorithms described above.

Calculating the probability of picking a compromised pair in
a uniform situation, as in SRS, where each node is equally
likely to be chosen, is straightforward. Suppose that ¢ pairs
of nodes are compromised. Then we can ask the question,
what is the probability that a particular pair is one of these
c? If the pairs are chosen with uniform probability for the
paths then each one has an equal chance.

For example, given two possible entry nodes A; and A2 and
three possible exit nodes Bi, B2, and Bs, then there are six
possible pairs. If we know two pairs are compromised, then
there is a 1/3 chance of having a compromised pair.

However, if the pairs are not chosen with uniform proba-
bility, i.e. if they are chosen with a bandwidth dependent
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probability as they are in the BWRS and ABWRS cases,
then given that c pairs are compromised, it is challenging to
calculate the probability of picking a compromised pair.

For example, now suppose A; has 9/10 of the bandwidth
and A, has 1/10. Further suppose that B; has 1/2 the
bandwidth and Bz and Bs each have 1/4. Then the pairs
have probabilities 18/40, 2/40, 9/40, 9/40, 1/40, 1/40,
and the chance that you pick a compromised pair is no longer
1/3. For example, the pair A B3 is rarely picked, so even if
it is compromised, it hardly matters; the issue becomes to
calculate this probability.

In the following subsections we derive equations for each of
these situations.

4.1 SRS

If we ignore bandwidth then the probability of a specific
pair of entry and exit nodes appearing can be calculated
using the number of nodes of each type. The user re-uses
guard nodes, but this calculation is performed before the
user selects them. Define the following:

e g =number of guard nodes
e ¢ =number of exit nodes

e m =number of non-flagged nodes (i.e. only good for
middle)

e d = number of guard+exit nodes

Thus the formula for number of paths can easily be calcu-
lated as:

THEOREM 4.1. Let g be the number of guard nodes, e be
the number of exit nodes, m be the number of non-flagged
nodes, and d be the number of guard+exit nodes. Then the
number of possible paths is

(ge+gd+de+d(d—1))*x(g+d+e+m—2) (1)

Proof: There are two choices for the entry node: either it
is from the set of guard nodes or from the set of guard+exit
nodes. Ifit is from the set of guard nodes there are g choices.
Then we have free choice on the final node to be from the
set of exit nodes or from the set of guard+exit nodes. So
there are g(e+d) choices for the two nodes. Now the middle
could be any node except the two already picked, and there
are g + d + e + m — 2 choices for the middle node.

If instead the entry node is from the guard+exit nodes there
are d choices. Then the final node could be from the exit
nodes or from the guard+-exit nodes (except the one already
chosen). So the number of choices for the two nodes is d(e+
d—1). Again, the middle nodes can be chosen from g+ d+
e+ m — 2 choices. Putting it all together we have (ge + gd +
de+d(d—1)) % (g+d+ e+ m—2) paths. ©

The following corollary is immediate:

COROLLARY 4.2. 1. The probability that a path will start
from a given node from the set of guard nodes is

(e+d)

(ge +gd+de+d(d—1)) )

2. The probability that a path will start from a given node

from the set of guard+ezit nodes is m.

8. The probability that a path will end with a given node

from the set of exit nodes is m-

4. The probability that a path will end with a given node

from the set of guard+ezit nodes is %.

Table 1: General Statistics for Consensus Sample
set.

Total number of routers 2328
Total number of “Authority” routers 10
Total number of “Bad directory” routers 0
Total number of “Bad exit” routers 7
Total number of “Exit” routers 997
Total number of “Fast” routers 2273
Total number of “Guard” routers 810
Total number of “Named” routers 1686
Total number of “Stable” routers 1410
Total number of “Running” routers 2328
Total number of “Valid” routers 2328
Total number of “V2Dir” routers 1126
Total number of “Hidden Service” routers 851

Example. We downloaded a consensus of Tor on April 22,
2011 (see summary in Table 1, while the full distribution of
bandwidths is shown in Figure 3). From this consensus we
determined there were 2328 valid nodes altogether, of which
e = 721 were pure exit nodes, g = 541 were pure guard
nodes, d = 269 were guard+exit nodes, and m = 797 were
non-flagged nodes. Then we could calculate the probabilities
in the corollary as:

e The probability that a path will start from a given

node from the set of guard nodes is (8(0919603)1) = 0.001235.

e The probability that a path will start from a given
node from the set of guard+exit nodes is % =
0.001234.

e The probability that a path will end with a given node
. i 810 _
from the set of exit nodes is gy7esy = 0.001.
e The probability that a path will end with a given node

from the set of guard-+exit nodes is % = 0.001.

We can also examine this from a path compromise perspec-
tive. Recall that a path is compromised if the guard and exit
nodes are compromised. Thus we can use the principle of
inclusion—exclusion to conclude that the number of possible
pairs of entry—exit nodes is

(9+d)e+d)—d (3)
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Reasoning: There are g 4+ d choices for the entry node
and e + d choices for the exit node. The total choices are
(g+d)(e+d) = ge+ gd+ed+ d*; however, some of the node
pairs counted by d? are those that use the same guard-+exit
node for entry and exit, which is not allowed in Tor, thus we
need to subtract those duplicate instances, of which there
are d.

If we know that some of these are compromised—say, gc
guard nodes, ec exit nodes, and dc guard+exit nodes—
then the probability of picking a pair of compromised nodes
is
(9c +dc)(ec +dc) —dc (@)
(g+d)(e+d) —d
by reasoning similar to the above.

42 BWRS

Recall there are four types of nodes: guard, exit, guard+exit,
and non-flagged (only good for the middle position). Let B;
be the bandwidth of node xz;. Let Sg be the set of guard
nodes, Se the set of exit nodes, Sd the set of guard+exit
nodes, and Sm the set of non-flagged nodes.

In all cases the contribution of the middle node is essentially
irrelevant. From a calculation point of view, once the guard
and exit nodes are chosen, the middle node is chosen from
what remains, so we must subtract the bandwidth used up
by the other nodes. The probability of a given middle node
m being in a path is

Bm

(ZiESe Bi + ZieSg Bi + Ziew Bi + ZiESm Bi) — By — B .

(®)

For conciseness, welet B = (3, .. BH‘EieSg Bi+),c5q Bit

> icsm Bi) — By — Be and write B, /B. However, if we want

the probability of compromise, we sum the probability for
all given nodes, which is

(ZiESe B + ZiESg Bi + ZiESd B; + ZiESm Bi) — By —B.

(Picse Bi+ 2 icsy Bi + 2Xicsa Bi + 2Zicsm Bi) — By _(B)e

6
which is B/B = 1. Of course, the fact that the contribution
of the middle nodes is just 1 can be seen intuitively as the
probability of path compromise is simply the probability of
guard node compromise multiplied by the probability of exit
node compromise; whether the middle node is compromised
is actually not relevant.

Now we consider the choice of guard and exit nodes. The
probability of x4 being chosen as the first node is

Bg
EiESg Bi + ZieSd B;

(7)

because the guard node could come from either Sg or Sd.
This follows from a direct counting argument, and Bauer et
al. [2] has the same declaration—the available bandwidth
for that node is the numerator and the total available band-
width of all nodes is the denominator, so this indicates what
fraction of the total bandwidth the node controls. The prob-
ability of z. being chosen as the exit node is

B.
ZiGSc Bi + ZiESd B;

again because it could come from either Se or Sd.

(®)

It is tempting to say that the probability that a path con-
tains x4, as the entry node, =, as the middle node, and z.
as the exit node is:



Uvow) (sowis ) (F)
ZieSgBi+Zi€SdBi ZiESeBi+ZiESdBi B )

However, this is not quite right—for example, if g is from
Sd then e could be chosen from (Se U Sd)\g and not from
Se U Sd.

To take care of this we could partition the consideration into
cases; however, since we need the sum over all possibilities,
this can be accomplished using a counting argument.

More formally, suppose the set of compromised nodes C' =
Gc U Ec U D¢ is partitioned into a set of G¢ guard nodes,
a set Ec of exit nodes, and a set D¢ of guard+exit nodes.
An elementary counting argument can be used to establish:

THEOREM 4.3. The probability that a path constructed ac-
cording to BWRS will start with a compromised node and
end with a compromised node is

(Ziecc Bi+ 3 iepe Bi) (ZiEEC Bi+ 3 icpe Bi)
S

where § = (ZiESQ Bi+ 3 icsa Bi) (ZiESe Bi+ 3 icsa Bi)*

(Xiesa BY)-

Proof: Given a set of compromised nodes, the probability
of a compromised node being chosen for a path is the sum of
the probabilities of each given node being chosen, i.e. for the
guard and guard+exit nodes being chosen for entry position,
the probability is

Yicco Bit Xiep. Bi
ZiESg Bi + ZiESd B; ’

and for exit and guard+exit nodes it is

ZieEc Bi + EiEDC B;
ZiGSe Bi + ZiGSd B;
For the middle nodes, from the analysis before equations (5)

and (6), we know the contribution from the middle nodes is
just 1.

We cannot simply multiply these probabilities together, how-
ever, if we need to consider the probabilities of pairs of nodes.
This is because such a product would imply the counting is
with replacement, meaning it allows the same node to be
used as guard node and as exit node, which is not allowed
in Tor. Thus, using the same sort of analysis as in (4), we
derive the ratio in the statement of the theorem. ¢

43 ABWRS

An analysis parallel to that of the previous section provides
the following weighted theorem:

THEOREM 4.4. The probability that a path constructed ac-
cording to ABWRS will start with a compromised node and
end with a compromised node is

Ge x Ec — Dc
GxE-D (10)
where
Ge = Wyg Z B; +Wyq Z B;
i€Go i€Dc
gc = Wee Z Bz + Wed Z Bz
i€Eq i€D¢c
De = | WgaWed Z B}
i€D¢c
G = (ng Y BiA Wy, Bl->
i€Sg i€Sd
£ = (Wee Y Bi+Wer ) Bz)
iESe 1€Sd
b = (wgdwed 5 B?)
ieSd
5. RESULTS

In Section 2 we have discussed the drawbacks to entropy and
how entropy is not suitable as an attack-based measure. In-
stead we propose the probability of path compromise given
an adversarial bandwidth budget. In Section 4 we derived
formulas for such probabilities under different bandwidth
and weighting conditions. Here we calculate these probabil-
ities using consensus data for Tor from April 22, 2011.

To explore an attack-based measure we want to explore from
the perspective of the adversary: what is best for him or her?
Note, again, that a measure like entropy does not take such
perspectives into account, so does not consider what might
be a realistic attack or probability of compromise. We con-
sider the adversary bandwidth fraction (ABWF) situation.
We assume the adversary has a fixed bandwidth budget, n%.
That is, he or she can control up to n% of the entire band-
width. Of course, many sets of nodes could give that n%. Of
interest, then, is which of these sets gives the highest proba-
bility of compromise, and, further, what that probability is.
Recall that a path is compromised if the adversary controls
the entry node and exit node of the path.

Figure 4 represents this value, taken over all sets. The z-axis
is labelled by the fraction of bandwidth controlled by the
adversary, while the y-axis is labelled with the percentage of
guard-exit pairs that are compromised. The point (b, p) on
the graph means that p is the highest probability of choosing
a compromised pair, chosen over all sets of compromised
nodes with total bandwidth at most b. These numbers were
derived from the same dataset used above and illustrated
in Figure 3. As can be seen from the graph, the chance of
compromise starts to increase rapidly when the fraction of
compromised nodes is more than 25%.



To find the best combination of nodes to compromise the
maximum number of paths with a given bandwidth, we ex-
plore all combinations of guard and exit nodes, starting with
the smallest bandwidth offered. This obviously leads to com-
binatorial exploration of all possibilities, so we stop after a
reasonable amount of time has elapsed since the last dis-
covery. In all cases, the best case (in that sense) was dis-
covered within one hour of computation, sometimes after
several minutes.

This leads us to believe that the solution found, understand-
ably made from a large number of nodes of each category, is
optimal because using such nodes allows us to get the closest
to the allocated bandwidth budget.

We can observe that our results are not far from a rough
approximation to the probability of picking a compromised
path in Tor by f2, where f is the proportion of bandwidth
controlled by the adversary, assuming those nodes could
play either guard or exit roles. In practice we may not
achieve exactly f2 because nodes come in fixed, predeter-
mined amounts (or denominations, if you will) and it maybe
not be possible to find a set of nodes whose bandwidth sum
exactly equals the bandwidth budget (cf. the knapsack prob-
lem).

In comparing these results to that of Murdoch and Wat-
son [11], we find a lower expectation of path compromise.
However, our points of view are different. One difference
between our work and theirs is that their results flow from
a simulation of a small number of paths and we are working
from bandwidth compromised.

Our approach satisfies the criterion given by the quotation
from Murdoch and Watson in Section 2—it reflects the lim-
ited bandwidth available to an attacker. Entropy misses this
key information and, in a sense, measures the crowd and how
easy it is to get lost in it, rather than how likely it is that
members of that crowd are malicious.

5.1 Example
We ran a number of calculations on the consensus dataset
from April 22, 2011 and produced the following results.

The associated weights, as discussed in Section 3.3 are:

Wa = 0.1639, Weq = 0.6722, W,,.q = 0.1639,
Wee =1, Wine = 0, Wing = 0.3692, Wy = 0.6308  (11)

The nodes and their bandwidths were divided into categories
as follows:

above. The types of nodes the adversary would be choosing
from are either guard nodes, exit nodes or guard+exit nodes.
The table below shows, for a given bandwidth budget, the
total bandwidth of each type of node that is in the computed
“optimal” solution:

Bw % | G bw (KB/s) | E bw (KB/s) | G+E bw (KB/s)
5% 40,031 20,935 62,339
10% 77,005 34,435 125,169
15% 113,795 50,427 185,699
20% 158,155 51,375 253,699
25% 186,845 61,375 326,229

Using equation (10) we can derive the probability of node
compromise for each of these bandwidth budgets as:

Bandwidth % | Probability of compromise
5% 0.0032
10% 0.0119
15% 0.0259
20% 0.0455
25% 0.0697

Node type | Number of Nodes | Total Bandwidth (KB/s)
Guard 540 1,246,537
Exit 723 183,093
Guard+Exit 270 836,524
Non-flagged 788 392,255

We then gave the adversary various budgets of (capped)
bandwidth and computed “optimal” solutions, as described

6. RELATED WORK

As mentioned in Section 2, entropy was introduced as a mea-
sure for anonymity by Serjantov and Danezis [14] and Diaz
et al. [5]. There have been several alternative measures pro-
posed for mix networks. As already mentioned, Shmatikov
and Wang [16] explore min entropy. Claufl and Schiffner [4]
advocate Rényi entropy. Edman et al. propose a combina-
torial measure [9], later improved [21] by Gierlichs et al.
However, to the best of our knowledge, none of these have
been applied to Tor paths. Snader and Borisov [17] intro-
duce an inequality measure, the Gini coefficient, to measure
the inequality in their Tor path selection algorithm, but they
consider this measure only. Syverson [18] asserts that a met-
ric should reflect the difficulty an adversary has in compro-
mising the system. Finally, Murdoch and Watson [11] and
Panchenko and Renner [12] also look at measures when the
adversary controls the entry and exit nodes. Murdoch and
Watson [11] further discuss the idea of a bandwidth bud-
get available to the adversary and perform simulations using
several path selection techniques. They calculate percentage
of compromised paths in these simulations.

7. CONCLUSION AND FUTURE WORK

We exposed a number of critiques of entropy and discussed in
particular how it fails to consider an attack-based approach.
We calculated the probability of path compromise under
three different Tor path selection algorithms, and combined
this with the idea of adversarial bandwidth fraction to de-
termine the likelihood of path compromise under different
bandwidth budget conditions.

Additional constraints. Broadening the range of situ-
ations in which we measure compromise would also be an
interesting avenue. Compromise is more likely in some sit-
uations than others. For example, what if your guard node
is controlled by an adversary? Dingledine and Murdoch [8]
said one of the problems was that guard nodes were hanging
around too long. That is, once chosen, they were held onto
by the user for months at a time, and were thus overloaded.
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Figure 4: “Worst-case” probability of path compromise given an adversary’s bandwidth budget

They suggest that they should be retained for a few weeks
instead. But the frequency of change of guard nodes has
implications for the likelihood of path compromise.

Another issue is that when the nodes operate under the same
administration they are more vulnerable to compromise—if
the administration is corrupt. There are further cases to
consider, e.g. are they managed by the same operator, a
different branch of the same operator, or operators running
under the same jurisdiction (country). While it is clear that
coordination becomes harder as we get further away from
network operations, higher risks remain. Ideally a measure
would allow for consideration of these types of constraints
as well.

In our investigations we found that the top 10 countries in
bandwidth offered (in MB/s) were the following:

Country Bandwidth
Germany DE 240
Unites States US  212.5
Holland NL 180.7
Sweden SE 39.71
France FR 36
Austria AT 25.7
Great Britain GB 22
Romania RO 19.9
Switzerland CH 19.3
Luxembourg LU 8.8

Thus the amount of bandwidth for substantial compromise
is clearly beyond what any single country offers at this point
(for the April 22, 2011 data set). It would be interesting to
investigate whether the country information could be used
to decide on a “reasonable” level of compromise: a coun-
try could not reasonably be entirely under the control of an

unique entity (speaking of the countries at the top of our
list), nor could such an entity control but a small propor-
tion of nodes in most (key) jurisdictions. For example, we
see that approximately 5% of the bandwidth is in the coun-
try with the highest amount of bandwidth—Germany—so
it may be reasonable to assume that no adversary would
control more than that.

We also assumed a passive adversary. it would be interest-
ing to examine this work under the assumption of an active
attacker, as in Borisov et al. [3].

Policy. The probability of path compromise clearly depends
on a number of quantitative factors such as total number of
nodes, number of compromised nodes, bandwidth of nodes,
and how often paths change. However, in addition to these
factors are a number of qualitative factors we call policy.
These are factors set by the user and include things like
countries to avoid (e.g. most users may be happy to connect
through Sweden, but Julian Assange may be less content!),
how long a user connects for, and how often a user connects.
As the user sets policies, the set of nodes from which it is
choosing will shrink, and a graph representing the proba-
bility of detection vs. number of paths will change. Policy
is individual and hard to quantify, but is there a way of
incorporating it into a measure?

Alternate designs. We consider the default path selection
algorithm in Tor. But we could have looked at others such as
Snader and Borisov [17], Panchenko and Renner [12], Sherr
et al. [15], Edman and Syverson [10], Zhang et al. [23]. This
would also be interesting future work.
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