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Disclaimer

The contents of this talk are the sole responsibility of its authors and not of their employers. The authors or their employers do not accept any responsibility for the use of the cryptographic key sizes suggested during this talk. The authors do not have any financial or other material interests in the conclusions presented in this talk, nor were they inspired or sponsored by any party with commercial interests in cryptographic key size selection. The data presented in this talk were obtained in a two stage approach that was strictly adhered to: formulation of the model and collection of the data points, followed by computation of the lower bounds. No attempt has been made to alter the resulting data so as to better match the authors (and possibly others) expectations or taste. The authors made every attempt to be unbiased as to their choice of favorite cryptosystem, if any. Although the analysis and the resulting guidelines seem to be quite robust, this will no longer be the case if there is some ‘off-the-chart’ cryptanalytic or computational progress affecting any of the cryptosystems considered here. Indeed, according to at least one of the present authors, strong long-term reliance on any current cryptosystem without very strong physical protection of all keys involved – including public ones – is irresponsible.

Our Goal
Formulate guidelines for choice of

key sizes in commercial applications 

of popular cryptosystems

catering to different requirements

Different requirements
· The user’s concept of ‘security’

· Need currently equivalent key sizes

for different cryptosystems

· Need key sizes that offer security until year y 

· The user’s concept of ‘equivalence’

Our paper:

· Uses most conservative choices for

default recommendations

· Concentrates on ‘security until year y’

for wide range of y’s

· Explains how to change the defaults

Cryptosystem Addressed
Key Size

Symmetric key cryptosystems
Key size

RSA
Modulus size

DL in full multiplicative group
Field size

Subgroup of multiplicative group
Subgroup size

(and field size)

Elliptic curve cryptosystems
Subgroup size

(( field size)

Cryptographic hash functions
Hash size

Note: Public key size may be (much) larger than key size

Our Method
1.  Formulation of a model consisting of 

 explicit hypotheses about

·  acceptable security margin

·  future developments

2.  Uniform application of model

 to existing data points

Note: the following 3rd step was not carried out

3.  Tweak hypotheses and reinterpret data points

 until the results look generally acceptable

The Model
Choice of cryptographic key sizes depends on

1. Life span: expected time

that protection should be effective

2. Security margin: acceptable degree

of infeasibility of successful attack

3. Computing environment: expected change

in computational resources

4. Cryptanalysis: expected developments

in cryptanalysis

Only security related points were considered,

other issues (efficiency, storage, bandwidth,

marketability) were not considered

Life Span
· Life span to be decided by the user

as a number of years

· Given a life span of x years, we provide

guidelines for selection of keys with

acceptable security margin in year 1999 + x
· 1999 + x < 2040,

not because we think it’s reasonable,

but because people ask for it

Result:
  recommendations ‘equivalent’



  for the year 1999 + x,

not:
  currently equivalent recommendations

Security Margin
For any ‘fixed’ security margin:

· Most people won’t agree

· Most people won’t be able to ‘relate’ to it

Therefore, we need a security margin that

· is flexible, to be set by the user

· fits in the user’s context

· allows a reasonable default, for clueless users

Security Margin Specification
If a user was willing to rely on the

Data Encryption Standard until the year y,

then that user’s security margin is specified by y
Rationale:

· Flexible: allows any y > 1976

· Users generally think they understand

what security they got using the DES

· For commercial applications: default y = 1982

Computing Environment
Moore’s law: density of components per

integrated circuit doubles every 18 months

Popular interpretation: computing power per

chip doubles every 18 months

Our less technology-dependent interpretation:

Computing power and random access memory

one gets for a dollar doubles every 18 months

Remarks

· According to some this is too optimistic

· According to others this is too pessimistic

· Additional assumption:

Budgets double every 10 years

Cryptanalysis
We assume that current trends persist

Cryptanalysis Affecting Symmetric Systems
· So far no progress affecting the DES:

exhaustive key search is the best one can do

· Assume existence of generic symmetric key cryptosystem

· of speed comparable to the DES

· of arbitrary key size

· no faster attack than exhaustive key search

Cryptanalysis Affecting RSA
Assume breaking RSA equivalent to factoring

(public exponent not too small)

Continuous flow of new results:

· continued fraction method

· linear sieve

· quadratic sieve

· multiple polynomial variation

· loosely coupled parallelization

· multiple large primes

· special number field sieve

· structured Gaussian elimination

· number field sieve

· singular integers

· lattice sieving

· block Lanczos or conjugate gradient

· sieving-based polynomial selection for NFS

· parallelized block Lanczos

Assumption On Cryptanalysis Affecting RSA
Assume cryptanalytic effect à la Moore:

In 18 months breaking the same RSA key costs

half the computational effort it costs today

Remarks

· Same assumption used by Andrew Odlyzko

· So far quite accurate

· Some like it, some don’t

· Assuming no progress is not realistic:

there’s too much room for improvement

in algorithms and implementations

More details on RSA and Moore assumption
Frequently raised objections (by me and others):

· ‘Ratio of Processor Speed and Sieving speed

is not constant!’

· used to be true

· latest lattice siever: strictly constant

(may be due to large computational overhead)

· ‘Sieving requires a lot of memory’

· is true

· our Moore assumption includes memory

Cryptanalysis Affecting DL In (Fq)(
· Assume large prime divisor in q(1

· Same assumption as for RSA:

cryptanalytic progress à la Moore

Cryptanalysis Affecting Subgroup DL
· No algorithmic progress since Pollard rho

except for parallelization

· Assume no progress

except progress affecting DL in (Fq)(
Cryptanalysis Affecting ECC
· No progress affecting ECC since its invention

but

· bad choices should be avoided

· it’s not always clear what the bad choices are

· randomly picked curves

over randomly picked prime fields look good

if a large prime divides the group order

Assumptions On Cryptanalysis Affecting ECC
Offer choice between two assumptions:

1. Assume no cryptanalytic progress 

or

2. Assume cryptanalytic effect à la Moore

both for random curves over random prime fields

… even though any substantial progress is most likely going to be catastrophic …

Cryptanalysis Affecting Hash Functions
· Assume existence of generic cryptographic hash function

· of speed comparable to SHA-1

· of arbitrary size

· no faster attack than birthday paradox

Uniform Application Of The Model
For symmetric key cryptosystems:

· Trust the DES until year y
· Need life span of x years, i.e., until 1999 + x
· Let z = 1999 + x ( y. In year 1999 + x:

· 22z/3 more computing power per dollar

· 2z/10 more dollars to spend on attack

· attacks 22z/3+z/10 times more powerful

· exhaustive search is best

· same speed as the DES

· Use keys with 2z/3+z/10 = 23z/30 more bits than the DES

For other cryptosystems:

need to compare attack effort to DES attack effort

Comparing attack efforts
Required:

1. Consistent way to measure attack efforts:

run time on a 450MHz PentiumII (a ‘PC’)

2.  Robust run times of successful PC attacks

· DES: 1200 years (actual)

· RSA-155: 20 years in 1999 (actual)

· DL: no data available, use RSA key sizes

· SDL: no data available, adapt ECC timings

· ECCp-109: 5000 years (expected)

3. Asymptotic run time estimates

Equivalent Security Margins
Comparison allows conversion of

DES Security Margin

into computationally equivalent

RSA/DL/SDL/ECC Security Margin

where:

computational equivalence means that

attacks require comparable run time

not to be confused with

equipment cost equivalence, where

attacks require comparable cost hardware

(and the same time)

Remark On Notions Of Equivalence
· Computational equivalence

· reasonably well-defined

· allows rigorous analysis

· independent of our own preferences

· Comparison of DES and ECC cracking special‑purpose hardware devices:

· For DES and ECC notions are ~ equivalent

· Equipment cost equivalence for DES and RSA

· depends on subjective choices

· the cost of equipment to attack RSA

compared to the cost for DES

· general or special purpose hardware for RSA

· leads to a range of ‘reasonable’ outcomes

RSA Key Size Computation
· Trust the DES until year y
· Need life span of x years, i.e., until 1999 + x
· Let z = 1999 + x ( y. In year 1999 + x:

· 22z/3 more computing power per dollar

· 2z/10 more dollars to spend on attack

· attacks 22z/3+z/10 times more powerful

· 1200 ( 22z/3+z/10 PC years is enough security

· growth rate L[n]=exp(1.923(ln(n)1/3lnln(n)2/3)

· algorithm  22x/3 times better than in 1999

· use RSA modulus size s such that

L[2s]/(22x/3(L[RSA-155])( 1200 ( 22z/3+z/10/20

·  resulting size ~ independent of RSA data point

DL/SDL/ECC Key Size Computations
Similar

Equipment Cost Equivalent Key Sizes

· Affects RSA key sizes

· Assume PC costs US$100

· For year y use computationally equivalent key

size recommended for year y ( 8

· SDL subgroup sizes 2 bits larger

Resulting Key Size Recommendations
Lower bounds for computationally equivalent key sizes

Year
Symmetric Key Size
Classical Asymmetric Key Size (and SDL Field Size)
Subgroup Discrete Logarithm Key Size
Elliptic Curve Key Size
Infeasible number of Mips Years
Lower bound for Hardware cost in US $ for a 1 day attack (cf.  (4.5))
Corresponding number of years on 450MHz PentiumII PC
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no
yes




1999
70
  915   672
123
130
130
4.19 * 109
1.29 ( 108
9.31 * 106

2000
70
  952   704
125
132
132
7.13 * 109
1.39 ( 108
1.58 * 107

2001
71
  990   736
126
133
135
1.21 * 1010
1.49 ( 108
2.70 * 107

2002
72
1028   768
127
135
139
2.06 * 1010
1.59 ( 108
4.59 * 107

2003
73
1068   800
129
136
140
3.51 * 1010
1.71 ( 108
7.80 * 107

2004
73
1108   832
130
138
143
5.98 * 1010
1.83 ( 108
1.33 * 108

2005
74
1149   864
131
139
147
1.02 * 1011
1.96 ( 108
2.26 * 108

2006
75
1191   896
133
141
148
1.73 * 1011
2.10 ( 108
3.84 * 108

2007
76
1235   928
134
142
152
2.94 * 1011
2.25 ( 108
6.54 * 108

2008
76
1279   960
135
144
155
5.01 * 1011
2.41 ( 108
1.11 * 109

2009
77
1323  1024
137
145
157
8.52 * 1011
2.59 ( 108
1.89 * 109

2010
78
1369  1056
138
146
160
1.45 * 1012
2.77 ( 108
3.22 * 109

2011
79
1416  1088
139
148
163
2.47 * 1012
2.97 ( 108
5.48 * 109

2012
80
1464  1120
141
149
165
4.19 * 1012
3.19 ( 108
9.32 * 109

2013
80
1513  1184
142
151
168
7.14 * 1012
3.41 ( 108
1.59 * 1010

2014
81
1562  1216
143
152
172
1.21 * 1013
3.66 ( 108
2.70 * 1010

2015
82
1613  1248
145
154
173
2.07 * 1013
3.92 ( 108
4.59 * 1010

2016
83
1664  1312
146
155
177
3.51 * 1013
4.20 ( 108
7.81 * 1010

2017
83
1717  1344
147
157
180
5.98 * 1013
4.51 ( 108
1.33 * 1011

2018
84
1771  1376
149
158
181
1.02 * 1014
4.83 ( 108
2.26 * 1011

2019
85
1825  1440
150
160
185
1.73 * 1014
5.18 ( 108
3.85 * 1011

2020
86
1881  1472
151
161
188
2.94 * 1014
5.55 ( 108
6.54 * 1011

2021
86
1937  1536
153
163
190
5.01 * 1014
5.94 ( 108
1.11 * 1012

2022
87
1995  1568
154
164
193
8.52 * 1014
6.37 ( 108
1.89 * 1012

2023
88
2054  1632
156
166
197
1.45 * 1015
6.83 ( 108
3.22 * 1012

2024
89
2113  1696
157
167
198
2.47 * 1015
7.32 ( 108
5.48 * 1012

2025
89
2174  1728
158
169
202
4.20 * 1015
7.84 ( 108
9.33 * 1012

2026
90
2236  1792
160
170
205
7.14 * 1015
8.41 ( 108
1.59 * 1013

2027
91
2299  1856
161
172
207
1.21 * 1016
9.01 ( 108
2.70 * 1013

2028
92
2362  1888
162
173
210
2.07 * 1016
9.66 ( 108
4.59 * 1013

2029
93
2427  1952
164
175
213
3.52 * 1016
1.04 ( 109
7.81 * 1013

2030
93
2493  2016
165
176
215
5.98 * 1016
1.11 ( 109
1.33 * 1014

2031
94
2560  2080
167
178
218
1.02 * 1017
1.19 ( 109
2.26 * 1014

2032
95
2629  2144
168
179
222
1.73 * 1017
1.27 ( 109
3.85 * 1014

2033
96
2698  2208
169
181
223
2.95 * 1017
1.37 ( 109
6.55 * 1014

2034
96
2768  2272
171
182
227
5.01 * 1017
1.46 ( 109
1.11 * 1015

2035
97
2840  2336
172
184
230
8.53 * 1017
1.57 ( 109
1.90 * 1015

2036
98
2912  2400
173
185
232
1.45 * 1018
1.68 ( 109
3.22 * 1015

2037
99
2986  2464
175
186
235
2.47 * 1018
1.80 ( 109
5.49 * 1015

2038
99
3061  2528
176
188
239
4.20 * 1018
1.93 ( 109
9.33 * 1015

2039
100
3137  2592
178
189
240
7.14 * 1018
2.07 ( 109
1.59 * 1016

2040
101
3214  2656
179
191
244
1.22 * 1019
2.22 ( 109
2.70 * 1016

Using Table 1
Trust the DES until 1982, need keys until 2019.

For ‘computational equivalence’ use:

85-bit symmetric key system,

1825-bit RSA,

150-bit subgroup in 1825-bit field,

160-bit EC system

but for ‘cost equivalence’, use:

1440-bit RSA,

152-bit subgroup in 1440-bit field

instead

Examples of currently equivalent key sizes
Currently computationally equivalent:

1024-bit RSA and 138-bit EC

1375-bit RSA and 160-bit EC

Currently cost equivalent:

1024-bit RSA and 159-bit EC

1035-bit RSA and 160-bit EC

assuming a stripped down PC costs US$100
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